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ABSTRACT

We propose new audio features that can be extracted from
bass lines. Most previous studies on content-based music
information retrieval (MIR) used low-level features such as
the mel-frequency cepstral coefficients and spectral centroid.
Musical similarity based on these features works well to
some extent but has a limit to capture fine musical charac-
teristics. Because bass lines play important roles in both
harmonic and rhythmic aspects and have a different style
for each music genre, our bass-line features are expected to
improve the similarity measure and classification accuracy.
Furthermore, it is possible to achieve a similarity measure
that enhances the bass-line characteristics by weighting the
bass-line and other features. Results for applying our fea-
tures to automatic genre classification and music collection
visualization showed that our features improved genre clas-
sification accuracy and did achieve a similarity measure that
enhances bass-line characteristics.

1 INTRODUCTION

Content-based music information retrieval (MIR) is ex-
pected to be a key technology for developing sophisticated
MIR systems. One of the main issues in content-based MIR
is the design of music features to be extracted from music
data. The effectiveness of various features has been exam-
ined by several researchers. For audio data, Tzanetakis et
al., for example, used spectral shape features (e.g., the spec-
tral centroid, rolloff, flux, and mel-frequency cepstral coeffi-
cients (MFCCs)), rhythm content features (e.g., the beat his-
togram), and pitch content features [1]. Pampalk used fea-
tures as zero crossing rates, mel spectral features, and fluc-
tuation patterns (the amplitude modulation of the loudness
per frequency band) [2]. Aucouturier et al. used MFCCs
with various pre- and post-processing techniques [3]. Beren-
zweig et al. also used MFCCs [4]. Some researchers used
chroma features, also known as pitch-class profiles, in addi-
tion to or instead of MFCCs [5, 6].

Most studies handling audio data have used low-level
features, as described above. Low-level features such as
the MFCCs and spectral centroid can be easily calculated
and can capture coarse characteristics of musical content to
some extent, but they have a clear limit to their ability to
capture fine characteristics of musical content; it is not clear,
for example, which musical aspects, such as chord voicing
and instrumentation, affect the similarity of two vectors of
MFCCs. The limit of low-level features was also pointed

out by Pampalk [2]. Hence, trying to discover new features
beyond such low-level features is a common theme in effort
to improve content-based MIR.

We focus on bass lines to design new features. Bass parts
play an important role for two (rhythm and harmony) of the
three basic elements of music. The base lines of each music
genre proceed in their own style. Moreover, a method for
extracting the pitch of bass lines has been proposed [7].

In this paper, therefore, we propose new audio features
that can be extracted from bass lines and describe appli-
cations of them to automatic genre classification and mu-
sic collection visualization. Section 2 discusses the char-
acteristics of bass parts and the design of audio features to
be extracted from bass lines. Section 3 describes an algo-
rithm for extracting the features. Section 3 also describes
the other conventional low-level features used in the exper-
iments. Section 4 examines the effectiveness of the pro-
posed features in automatic genre classification tasks. Sec-
tion 5 describes an application of the proposed features to
music collection visualization using Music Islands [2]. We
generate different views of Music Islands by switching the
weights given to the features. The differences are discussed.

2 DESIGNING BASS-LINE FEATURES

2.1 Characteristics of Bass Lines

Bass lines are contained in almost all genres of music and
play important roles in both harmonic and rhythmic aspects.
Bass lines usually emphasize the chord tones of each chord,
while they work along with the drum part and the other
rhythm instruments to create a clear rhythmic pulse [8].

Bass lines have a different style for each genre. In pop-
ular music, for example, bass lines often use “riffs”, which
are usually simple, appealing musical motifs or phrases that
are repeated, throughout the musical piece [8]. In jazz mu-
sic, a sequence of equal-value (usually quarter) notes, called
a walking bass line, with a melodic shape that alternately
rises and falls in pitch over several bars, is used [9]. In rock
music, a simple sequence of eighth root notes is frequently
used. In dance music, a repetition of a simple phrase that
sometimes involves octave pitch motions is used.

2.2 Basic Policy for Designing Bass-line Features

As described above, bass lines for each genre have a dif-
ferent style in both pitch and rhythm. However, we design
only pitch-related features due to technical limitations. We
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use the PreFEst-core [7] for extracting bass lines. It detects
the pitch of the bass part, specifically the most predominant
pitch in a low-pitch range, for each frame. Because it does
not contain the process of sequential (temporal) grouping,
the rhythm of the bass line may not be recognized.

Our pitch-related bass-line features are divided into two
kinds: features of pitch variability and those of pitch mo-
tions. We design as many features as possible because we
reduce the dimensionality after the feature extraction. It is
known that pitch estimation techniques sometimes generate
octave errors (double-pitch or half-pitch errors). We there-
fore extract features not only from specific pitches but also
from note names (pitch classes) to avoid the influence of oc-
tave pitch-estimation errors.

2.3 Features of Pitch Variability

The following 11 features are used:

• Fv1: Number of different pitches that appear in at least
one frame in the musical piece.

• Fv2: Number of pitches from Fv1 excluding those with
an appearance rate of less than 10% or 20%.

• Fv3: Temporal mean of the numbers of different
pitches within a sliding short-term (2 s in the current
implementation) window.

• Fv4: Percentage of appearance frequencies of the i
most frequently appearing pitches (i = 1, · · · 5).

• Fv5: Pitch interval between the two most frequently
appearing pitches.

• Fv6: Period of the most frequently appearing pitch.

Fv1 was designed to distinguish rock music, which tends
to use a comparatively small number of notes in bass lines,
and jazz music, which tends to use passing notes frequently.
Fv2 was prepared to improve the robustness to pitch mises-
timation. Fv3 was designed to distinguish electronic music,
which tends to repeat short phrases moving in pitch, from
rock music, which tends to play root notes in bass lines. Fv4
will have high values when the same short phrase is simply
repeated throughout the piece. Such repetetion is sometimes
used in some types of music such as dance music. Fv5 and
Fv6 were designed by referring to the pitch content features
of Tzanetakis et al. [1].

2.4 Features of Pitch Motions

The following 10 features are used:

• Ft1: Mean of the numbers of pitch motions (the
changes of the bass pitches) per unit time.

• Ft2: Percentage of each of the following kinds of pitch
motions: chromatic, conjunct (i.e., either choromatic or
diatonic), disjunct (i.e., leaps), and octave.

• Ft3: Percentage of each of the following kinds
of successive pitch motions: conjunct+conjunct,

conjunct+disjunct, disjunct+conjunct, and dis-
junct+disjunct.

Similarly to Fv1, Fv2, and Fv3, we designed Ft1 to dis-
tinguish jazz music, which tends to involve frequent pitch
motions, from rock music, which tends to maintain the same
note (usually the root note) within a chord. Ft2 and Ft3 were
intended to distinguish walking bass lines from bass riffs in-
volving octave motions used in electronic music.

3 ALGORITHM OF BASS-LINE FEATURE
EXTRACTION

Our bass-line features and conventional low-level features
are extracted through the following steps.

3.1 Extracting Pitch Trajectory of Bass line

Given an audio signal, the spectrogram is first calculated.
The short-time Fourier transform shifted by 10 ms (441
points at 44.1-kHz sampling) with an 8,192-point Hamming
window is used. The frequency range is then limited by us-
ing a bandpass filter to deemphasize non-bass-part features.
The same filter setting as that used by Goto [7] is used.

After that, PreFEst-core [7], a multi-pitch analysis tech-
nique, is used. PreFEst-core calculates the relative predom-
inance of a harmonic structure with every pitch in every
frame. The most highly predominant pitch for each frame
is basically extracted as the result of pitch estimation, but
the second most highly predominant pitch is extracted if it
is the same as the top one in the previous frame.

3.2 Extracting Bass-line Features

The 21 bass-line features defined in Section 2 are extracted
from the pitch trajectory of the bass line. In addition, the
same features are extracted from the note name trajectory
(i.e., the octave is ignored) to avoid the influence of octave
pitch-estimation errors; however, the percentage of octave
pitch motions is excluded. The total number of bass-line
features is 41.

3.3 Extracting Timbral Features

The timbral features used by Lu et al. [10] are used. The
features are listed in Table 1. These features are extracted
from the power spectrum in every frame and their temporal
means and variances are then calculated.

3.4 Extracting Rhythmic Features

We designed rhythmic features by referring to previous stud-
ies, including that of Tzanetakis et al. [1]. For each 3-s win-
dow, auto-correlation is analyzed. The following features
are then extracted:
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Table 1. Timbral features used in our experiments
Intensity Sum of intensities for all frequency bins
Sub-band intensity Intensity of each sub-band (7 sub-bands were prepared)
Spectral centroid Centroid of the short-time amplitude spectrum
Spectral rolloff 85th percentile of the spectral distribution
Spectral flux 2-norm distance of the frame-to-frame spectral ampli-

tude difference)
Bandwidth amplitude weighted average of the differences between

the spectral components and the centroid
Sub-band peak Average of the percent of the largest amplitude values

in the spectrum of each sub-band
Sub-band valley Average of the percent of the lowest amplitude values

in the spectrum of each sub-band
Sub-band contrast Difference between Peak and Valley in each sub-band

• Fr1: Ratio of the power of the highest peak to the total
sum.

• Fr2: Ratio of the power of the second-highest peak to
the total sum.

• Fr3: Ratio of Fr1 and Fr2.
• Fr4: Period of the first peak in BPM.
• Fr5: Period of the second peak in BPM.
• Fr6: Total sum of the power for all frames in the win-

dow.

3.5 Dimensionality Reduction

The dimensionality of the feature space is reduced to avoid
the so-called curse of dimensionality. The dimensionality
reduction is performed through the following three steps:

1. For every feature pair, if its correlation is higher than
a threshold r, the feature that has a lower separation
capacity is removed. The separation capacity is calcu-
lated as the ratio of the between-class variance to the
within-class variance.

2. The s1 features having the highest separation capacities
are chosen.

3. The dimensionality is further reduced from s1 to s2 by
using principal component analysis (PCA).

The parameters r, s1, s2 are determined experimentally.

4 APPLICATION TO GENRE CLASSIFICATION

In this section, we mention an application of our bass-line
features to automatic genre classification. Automatic genre
classification [1, 11] is a representative task in the content-
based MIR field because genre labels can describe coarse
characteristics of musical content despite their ambigu-
ous definitions and boundaries. In fact, many researchers
have attempted to perform automatic genre classification
and entered their classification accuracies in competitions
at the Music Information Retrieval Evaluation Exchange
(MIREX). However, bass-line features were not used in pre-
vious audio-based genre classification studies. In this sec-

tion, we show that our bass-line features are effective at im-
proving the accuracy of automatic genre classification.

4.1 Experimental Conditions

We used an audio data set consisting of 300 musical pieces
(50 for each genre) of six different genres: Pop/Rock,
Metal/Punk, Electronic, Jazz/Blues, Classical, and World.
This was taken from the data set distributed on the Web for
the ISMIR 2004 Audio Description Contest1 . To reduce
computational costs, we used only a one-minute term for
each piece. The one-minute term right after the first one
minute was excerpted to avoid lead-ins, which sometimes
do not contain bass lines.

Given an audio signal, the feature vector x consisting of
the bass-line, timbral, and rhythmic features was extracted
using the algorithm described in Section 3. The Maha-
lanobis distance of the feature vector x to the feature dis-
tribution of each genre c was calculated as follows:

D2
c = (x− μc)

tΣ−1
c (x− μc),

where t is the transposition operator, and μc and Σc are the
mean vector and covariance matrix, respectively, of the fea-
ture distribution for the genre c. Finally, the genre mini-
mizing the Mahalanobis distance, that is, argmincD

2
c , was

determined as the classification result.
The experiments were conducted using the leave-one-out

cross validation method for each of the with- and without-
bass-line conditions. The parameters r, s1, s2 were deter-
mined as the best parameters found through preliminary
experiments for each condition: we used r = 0.5, s1 =
7, s2 = 2 for the with-bass-line condition and r =
0.65, s1 = 8, s2 = 2 for the without-bass-line condition.

4.2 Experimental Results

Experimental results are listed in Table 2. The classification
accuracy was improved from 54.3% to 62.7% on average.
In particular, the result for Electronic was greatly improved,
from 10% to 46%. The feature distribution for each genre
is shown in Figure 1. Here, the second dimension in the
with-bass-line condition contributes to the separation of the
distributions for Electronic and other genres. The second
dimension represents the pitch variability of bass lines.

The features selected through the dimensionality reduc-
tion process for the with- and without-bass-line conditions
are listed in Table 3. In the with-bass-line condition, Fv1
(the number of different pitches that appear in at least one
frame) and Ft3 (the ratio of successive pitch transition pat-
terns) were selected instead of the temporal mean of the 2nd
sub-band intensity and the temporal variance of the 4th sub-
band contrast, which were selected in the without-bass-line
condition. The temporal mean of the 2nd sub-band inten-
sity was extracted from a low-pitch sub-band, so it can be

1 http://ismir2004.ismir.net/genre contest/index.htm
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Table 2. Results of automatic genre classification
(a) without bass-line features Avg: 54.3%

P/R M/R El. J/B Cl. Wo. Acc.
Pop/Rock 21 13 3 7 2 4 42%
Metal/Punk 6 42 1 1 0 0 84%
Electric 11 8 5 12 9 5 10%
Jazz/Blues 0 0 0 48 0 2 98%
Classical 0 0 0 4 31 15 62%
World 3 4 0 7 20 16 32%

(b) with bass-line features Avg: 62.7%
P/R M/R El. J/B Cl. Wo. Acc.

Pop/Rock 23 10 8 5 0 4 46%
Metal/Punk 5 42 0 2 0 1 84%
Electric 10 1 23 6 3 7 46%
Jazz/Blues 5 1 1 37 1 5 74%
Classical 0 0 0 2 45 3 90%
World 7 1 6 10 8 18 36%
Vertical axis: ground truth, horizontal axis: classification results

Table 3. Features selected with dimensionality reduction.
Without bass-line features With bass-line features

Mean of intensity Mean of intensity
[Mean of 2nd sub-band intensity] Mean of 5th sub-band contrast
Mean of 5th sub-band contrast Fv1: # of pitches that appear
Var of 6th sub-band intensity Var of 6th sub-band intensity
[Var of 4th sub-band contrast] Var of 6th sub-band valley
Var of 6th sub-band valley Mean of spectral flux

Ft3: % of disjunct+conjunct motions
[ ] denotes features selected for the without-bass-line condition.
Underline denotes selected bass-line features.

regarded as an implicit bass-line feature. This result shows
that our explicit bass-line features contribute to improve sep-
aration capacity much more than such an implicit bass-line
feature.

One possible reason for genre classification errors is mis-
estimation of bass-line pitches. The misestimation tended to
occur at on-beat times when drum instruments sound. One
possible solution to this problem is to use drum-sound re-
duction techniques [12, 13].

4.3 Examination of Ground Truth by Human Subjects

Another possible reason for genre classification errors lies in
ambiguous definitions and boundaries of music genres. By
conducting a listening test with human subjects, we discuss
the appropriateness of the ground truth for pieces whose
genres were or were not successfully identified.

We first chose one piece each at random from genre-
identified pieces and mis-identified pieces for each genre;
the total number of chosen pieces was 12. We then asked
human subjects the most likely genre for each piece. The
human subjects were 10 people who often listened to mu-
sic in everyday life. The results are listed in Table 4. For
Pop/Rock, Metal/Punk, Electronic, and Classical, at least
half the subjects chose the same genres as our system, which
were different from the official ground truth. This result im-
plies that these pieces lie on the boundaries of the genres

Figure 1. Feature distributions. While the distributions for Elec-
tronic and World spreaded out all over the feature space without
the bass-line features, those gathered with the bass-line features.

Table 4. Results of listening test by human subjects
P/R M/P El. J/B Cl. Wo.

T F T F T F T F T F T F
Pop/Rock [ 7 ] 4 3 [ 6 ] 4 [ 5 ] [ ] 2 1
Metal/Punk 3 [ 7 ] 3
Electric [ 6 ] 1 [ 4 ] 5 2
Jazz/Blues 1 [10 ] 8 [ 2 ]
Classical [10 ] 1
World 1 [ 7 ] [10 ] 7

T/F denotes the piece whose genre is correctly/incorrectly identified.
[ ] denotes the result of automatic genre classification.

Underline denotes the case that at least half the subjects chose the same
genre as the system’s output although the ground truth is different.

and that their genre classification is essentially difficult.

5 APPLICATION TOMUSIC ISLANDS

Music genres are useful concepts, but they are essentially
ambiguous. Some pieces categorized into Rock/Pop could
be very similar to Electronic, and others could be similar
to Metal/Punk. We therefore need a mechanism for distin-
guishing pieces that have such different characteristics even
though they are categorized into the same genre. One solu-
tion to this is to visualize music collections based on musical
similarity. Because different listeners may focus on differ-
ent musical aspects (e.g. melody, rhythm, timbre, and bass-
line), it should be possible to adapt music similarity to such
users’ differences. We therefore choose to use the Music
Islands technique developed by Pampalk [2] as a music col-
lection visualizer and generate different views by switching
weights given to the features.
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Table 5. Settings of feature weighting
Bass-line features Timbral/rhythmic features

All Mix 1.0 1.0
Timbre&Rhythm 0.0 1.0
Bass Only 1.0 0.0

5.1 What are Music Islands

The key idea of Music Islands is to organize music collec-
tions on a map such that similar pieces are located close
to each other. The structure is visualized using a metaphor
of geographic maps. Each island represent a different style
(genre) of music. This representation is obtained with an un-
supervised clustering algorithm, the Self-organizing Map.

5.2 Switching Views of Music Islands

As Pampalk pointed out [2], there are various aspects of sim-
ilarity. It is thus better to allow users to adjust the aspects
that they are interested in exploring in their music collec-
tions. He therefore used three different aspects of features:
periodicity histograms related to rhythmic characteristics,
spectrum histograms related to timbre, and metadata spec-
ified manually by users. Different combinations of these
aspects successfully generated different views, but there is
room for improvement if features that are more clearly re-
lated to specific musical aspects are available.

In this paper, we introduce our bass-line features to gen-
erate Music Islands. By switching the weights given to the
bass-line and other features, we produce music similarity
measures and collection views that enhance different aspects
of music.

5.3 Implementation

We implemented a system for visualizing a music collection
using Matlab (Figure 2). This system generates three differ-
ent views called All Mix, Timbre&Rhythm, and Bass Only.
The settings of feature weights are listed in Table 5. The
users are allowed to select one view based on their inter-
ests and to click any cell in a view to select and play back a
musical piece. We used SOM Toolbox [14] and SDH Tool-
box [15].

5.4 Experiments and Discussions

We conducted experiments on the generation of music col-
lection maps to discuss the difference among three kinds of
views. We used the 300 musical pieces (50 pieces per genre
× 6 genres), which were the same as those used in the ex-
periments described in the previous section. The map size
was set to 14× 14.

The results of generating music collection maps, shown
in Figure 3, can be summarized as follows:

Figure 2. Prototype system of music collection visualizer.

• All Mix
For Classical, Electronic, Jazz/Blues, and Metal/Punk,
pieces in the same genre tended to be located close to
each other. This is because these genres have compar-
atively clear characteristics in timbral, rhythmic, and
bass-line aspects. Pop/Rock and World pieces, on the
other hand, were spread throughout the map. This
is because these genres cover a wide range of music,
so their correspondence to acoustic characteristics is
unclear. In fact, rock is sometimes treated as a su-
per category of metal and punk. Pop music is widely
used to classify any kinds of musical pieces that have
a large potential audience and world music to classify
any kinds of non-western music.

• Timbre&Rhythm
The basic tendency was similar to that of All Mix.
The major difference was that islands of Classical and
Jazz/Blues were connected by a land passage. This is
because music of both genres is played on similar in-
struments and has a comparatively weak beat. More-
over, Electronic pieces tended to spread much more
throughout the map than All Mix ones. This result
matches the improvement in genre classification.

• Bass Only
Jazz/Blues pieces that had high pitch variability in their
bass lines were located at the bottom of the map. On
the other hand, pieces that have low pitch variability in
their bass lines were located at the top of the map. Thus
the map enhanced the characteristics of bass lines.

From these results, we consider that aspects enhanced in
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(a) All Mix (b) Timbre&Rhythm (c) Bass Only

Figure 3. Music Islands with three different settings of feature weighting.

the similarity measure can be switched by changing feature
weighting.

6 CONCLUSION

In this paper, we described our design of bass-line features
to be extracted from audio signals and applied them to au-
tomatic genre classification and music collection visualiza-
tion. Experimental results for automatic genre classification
showed that the use of bass-line features improved classifi-
cation accuracy from 54.3% to 62.7%. Experimental results
for music collection visualization showed that we produced
music collection views that could enhance different musical
aspects by switching the weights to the bass-line and other
features.

To achieve user-adaptive MIR, we need feature extrac-
tion techniques that can separately capture various musical
aspects and feature integration techniques that are aware of
users’ preferences. If a user tends to focus on a specific
musical aspect such as a melody, rhythm pattern, timbre, or
bass line, an MIR system for this user should give higher
weights to such an aspect than to other aspects. However,
only a few attempts [16, 17] have been made to apply fea-
tures that capture specific aspects to content-based MIR. In
particular, no attempts have been made to apply bass-line
features. In this paper, we described how we designed bass-
line features and applied them to automatic genre classifica-
tion and music collection visualization. The use of different
feature weights achieved different collection views that can
be switched by users according to their preferences.

Future work will include integrating our bass-line fea-
tures with features capturing other musical aspects, for ex-
ample, instrumentation [16], drum patterns [12], vocal tim-
bre [17], and harmonic content [5].
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